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Abstract

Bl Despite decades of research, there is still disagreement
regarding the nature of the information that is maintained
in linguistic short-term memory (STM). Some authors argue
for abstract phonological codes, whereas others argue for
more general sensory traces. We assess these possibilities
by investigating linguistic STM in two distinct sensory—motor
modalities, spoken and signed language. Hearing bilingual
participants (native in English and American Sign Language)
performed equivalent STM tasks in both languages during
functional magnetic resonance imaging scanning. Distinct,

INTRODUCTION

Despite decades of research, the nature of the informa-
tion that is maintained in linguistic' short-term mémory
(STM) is not fully understood. For example, if one is
asked to maintain a list of auditorily presented words,
this information could be represented and maintained as
a set of acoustic traces, a sequence of actions sufficient
to reproduce the words, a sequence of abstract repre-
sentations, such as phonelogical forms, or some com-
bination of these. The range of existing accounts of
linguistic STM, based primarily on behavioral data, en-
compasses these possibilities’(Baddeley & Larsen, 2007a,
2007b; Jones, Hughes, & Macken, 2007; Boutla, Supalla,
Newport, & Bavelier, 2004; Jones, Macken, & Nicholls,
2004; Wilson, 2001; Jones & Tremblay, 2000; Neath,
2000; Jones & Macken, 1996; Baddeley, 1992). For exam-
ple, Wilson (2001) argues explicitly for sensory—motor
codes underlying linguistic STM, whereas Baddeley and
Larsen (2007b) argue for a specifically phonologically
based storage system. Although one could imagine that
phonological codes may or may not be a form of sensory
(or sensory—motor) representation, a2 common view is
that the phonological representations underlying linguis-
tic STM are postsensory, amodal codes. Jones, Hughes,
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sensory-specific activations were seen during the maintenance
phase of the task for spoken<versus signed language. These
regions have been previously. shown to respond to non-
linguistic sensory stimulation, suggesting that linguistic STM
tasks recruit sensory-specific networks. However, mainte-
nance-phase activations common to the two languages were
also observed, implying some form of common process. We
conclude that linguistic STM involves sensory-dependent neu-
ral networks, but suggest that sensory-independent neural
networks may also exist.

13

and Macken (2006) summarize this view, ... the repre-
sentations with which [Baddeley’s phonological] store
deals ... can neither be acoustic nor articulatory but
must, rather, be post-categorical, ‘central’ representations
that are functionally remote from more peripheral per-
ceptual or motoric systems. Indeed, the use of the term
phonological seems to have been deliberately adopted
in favor of the terms acoustic or articulatory (see, e.g.,
Baddeley, 1992) to indicate the abstract nature of the
phonological store’s unit of currency” (p. 266).

Recent neurobiological work in several domains of
working memory has provided evidence for sensory sys-
tem involvement in the temporary storage of items held
in STM, and this has led to the view that STM involves,
at least in part, the active maintenance of sensory traces
(see Postle, 2006; Pasternak & Greenlee, 2005; Ruchkin,
Grafman, Cameron, & Berndt, 2003 for reviews). Al-
though this view is often generalized to include linguis-
tic STM, it is difficult to demonstrate unequivocally the
involvement of sensory systems in the linguistic do-
main. For example, studies presenting auditory informa-
tion typically report superior temporal sulcus (STS) and
posterior planum temporale (Spt) activation during main-
tenance of speech information (Stevens, 2004; Hickok,
Buchsbaum, Humphries, & Muftuler, 2003; Buchsbaum,
Hickok, & Humphries, 2001). Although both of these
regions are often associated with the auditory system,
both have also been shown to be involved in processing
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information from other sensory (and motor) modalities
(Beauchamp, Argall, Bodurka, Duyn, & Martin, 2004;
Hickok et al., 2003; Griffiths & Warren, 2002). This ob-
servation raises the possibility of amodal (perhaps pho-
nological) codes underlying linguistic STM.

One approach to this question is to study linguistic
STM using different input modalities, such as auditory
versus visual speech. In this case, the sensory encoding
is varied while perhaps keeping phonological informa-
tion constant. If STM for auditory versus visual word
forms activated distinct brain networks, one might argue
for sensory-specific codes. A recent functional magnetic
resonance imaging (fMRI) study (Buchsbaum, Olsen,
Koch, & Berman, 2005) assessed this possibility, and
found delay activity in the planum temporale region
to be insensitive to input modality, but found a prefer-
ence for the auditory modality in the STS. This relative
preference for the maintenance of information in the
auditory modality in the STS is suggestive of a sensory-
specific effect. However, there are complications with
using written word stimuli in that visual word forms can
be decoded (and therefore presumably represented) in
multiple ways, including the use of phonological mech-
anisms as well as in terms of visual word forms. It is
possible, therefore, that linguistic STM relies primarily
on amodal phonological forms, and the differences in
activation in the STS reflects the strength of activation
of this network: Auditory word forms may activate this
network strongly, whereas visual word forms may acti-
vate it less strongly because alternate (i.e., visual) coding
is also possible.

The goal of the present study was to shed.light on
these questions from a unique perspective,.comparing
the neural organization of linguistic STMw=in two lan-
guage modalities, spoken versus signed. Comparison of
spoken versus signed language provides. a“unique per-
spective on linguistic STM because, although the two
systems are radically different in terms of sensory—motor
modalities, they are quite similar at an abstract linguistic
level, including the involvement of abstract phonologi-
cal forms (see Emmorey, 2002 for a review). If distinct,
sensory modality-specific activations are found to sup-
port STM for spoken versus signed language, this would
constitute strong evidence for sensory-based codes un-
derlying linguistic STM. On the other hand, similarities
in the neural systems supporting linguistic STM in the two
language systems could indicate modality neutral pro-
cesses, although there are other possibilities (see below).

Research on STM for sign language has revealed
impressive similarities to the core behavioral effects
found in studies on STM for spoken language (Wilson
& Emmorey, 2003; Wilson, 2001; Wilson & Emmorey,
1998). These effects include the phonological similarity
effect (worse performance for lists of similar sounding
items), the articulatory suppression effect (worse perfor-
mance when articulatory rehearsal is disrupted), the
irrelevant speech effect (worse performance when to-
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be-ignored auditory stimuli are presented), and the
word length effect (worse performance for longer items)
(Baddeley, 1992). All of these effects hold in their sign
analog forms, suggesting that the organization of lin-
guistic STM is highly similar in the two language modal-
ities (Wilson, 2001; Wilson & Emmorey, 1997, 1998).
This does not necessarily imply, however, a modality-
independent linguistic STM circuit. In fact, evidence
from the irrelevant speech and irrelevant sign effects
suggest a modality-dependent storage mechanism, be-
cause irrelevant stimuli within sensory modality yield
the greatest disruption on STM performance (Wilson
& Emmorey, 2003). Thus, although the basic organiza-
tion appears to be similar across modalities, the evi-
dence suggests that linguistic information is stored, at
least partly, in modality-dependent systems.

Functional neuroimaging ‘has the potential to test
the possibility that linguistict'STM storage systems are
modality-dependent. A recent positron emission tomog-
raphy study compared STM for speech (Swedish) and
sign (Swedish Sign Language) in hearing/speaking sub-
jects who also acquired sign language at a young age
(Ronnberg, Rudner, & Ingvar, 2004). This study found
extensive differences in the neural activation patterns
duringsSTM for speech versus sign. STM for sign was
greater. than for speech in visual-related areas bilaterally
(ventral occipital and occipital-temporal cortex), and in
the posterior parietal cortex bilaterally, whereas STM
forsspeech yielded greater activation in auditory-related
areas in the superior temporal lobe bilaterally, as well
as in some frontal regions. Taken at face value, this
study would seem to make a strong case for modality-
dependent storage systems in linguistic STM. However,
because the encoding and storage phases of the task
were not experimentally dissociated in the design—
activation reflected both components—it is very likely
that the bulk of the sensory-specific activations resulted
simply from the sensory processing of the stimuli. If ad-
ditional, storage-related activity was present, their de-
sign could not easily detect it.

Another study examined STM for sign language in deaf
native signers using fMRI (Buchsbaum, Pickell, et al.,
2005) and compared its findings to a similar previously
published study involving speech and hearing nonsigner
subjects (Hickok et al., 2003). This study used a de-
sign with a several second delay period between encod-
ing and recall, which allowed for the measurement of
storage-related activity. The pattern of activation during
the retention phase was substantially different from
what had been found in hearing participants performing
a similar task with speech. Short-term maintenance of
sign language stimuli produced prominent activations
in the posterior parietal lobe, which were not found
in the speech study. This parietal activation was inter-
preted as a reflection of visual-motor integration pro-
cesses. Posterior parietal regions have been implicated
in visual-motor integration in both human and non-
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human primates (Andersen, 1997; Milner & Goodale,
1995), and studies of gesture-imitation in hearing sub-
jects report parietal activation (Chaminade, Meltzoff, &
Decety, 2005; Peigneux et al., 2004). It seems likely,
therefore, that parietal activation in an STM task for
sign language does not reflect activity of a sensory
store, but instead results from sensory—motor processes
underlying the interaction of storage and manual artic-
ulatory rehearsal (Buchsbaum, Pickell, et al., 2005).
Additional maintenance activity was found in the poste-
rior superior temporal lobe (left Spt and posterior STS
[pSTS] bilaterally), as well as in posterior frontal regions,
all of which have been shown to activate during main-
tenance of speech information, suggestive of some form
of common process. However, because cross-modality
comparisons could only be made between subjects and
studies, it is difficult to make solid inferences about pat-
terns of overlap and dissociation. No maintenance activ-
ity was found in visual-related areas in that study, such
as the ventral temporal-occipital regions that were so
strongly activated during sign perception (Buchsbaum,
Pickell, et al., 2005; MacSweeney et al., 2002; Petitto et al.,
2000). Activation in these regions would provide more
convincing support for sensory-dependent STM storage
systems.

In sum, the current imaging evidence does not pro-
vide unequivocal support for sensory modality-specific
storage of linguistic material in STM, although there
is evidence for nonidentical sensory—motor integration
networks, and evidence for significant cross-modality
overlap in STM networks in frontal, as well as posterior
superior temporal lobe regions. The goal of the present
study was to examine the neural networks supporting
linguistic STM using a within-subject design. involving
hearing native bilingual participants (American Sign Lan-
guage [ASL] and English), and using a_ delay phase be-
tween encoding and retrieval that allows us to identify
regions active specifically during the maintenance of lin-
guistic material in STM.

METHODS
Participants

Fifteen healthy participants (4 men; ages 19-40 years;
27.33 £ 5.45) participated in this study. One participant
was excluded from the study due to excessive head
movement during scanning. All participants were right-
handed by self-report. Due to the nature of the task
conditions, participants who were hearing, native English
speakers, and ASL signers were used in this paradigm.
Participants were recruited through a local distribution
list-serve of CODAs (Children of Deaf Adults) and per-
sonal communication of participating researchers and
participants. Prior to scanning, participants were trained
on the task via a practice session to ensure their under-
standing of the task. All participants gave informed

consent, and the University of California, Irvine Institu-
tional Review Board approved this study.

Experimental Design

There were two types of trials: speech and sign. Each
trial began with a 3-sec stimulus containing a set of
either three nonsense words (pseudowords) or non-
sense signs (pseudosigns). The 3-sec stimulus was fol-
lowed by 15 sec of covert rehearsal. This was followed
by another 3-sec stimulus, which contained the same
three words or signs, in either the same or different
order. Participants then responded via a button press
whether the order was the same or different. Each trial
was followed by a 15-sec rest period, which allowed the
hemodynamic response tosreturn to baseline.

The pseudowords were a mixture of two-, three-; and
four-syllable items such as™plinkit, gazendin, bingalopof.”
Individual words were chosen for inclusion in a given
three-item list such that the combined length was as
close to 3 sec as' possible. The lists were then digitally
edited to.3 sec induration. We did not explicitly con-
trol such factors as phonotactic frequency and lexical
neighborhood density because these factors were inter-
nallyseontrolled: The same items appeared in both the
pre-rehearse and pre-rest sensory stimulation phases.

Pseudosigns were bimanual gestures that did not carry
meaning but conformed to the phonotactic rules of ASL.
Pseudosigns with a high degree of similarity to real signs
were avoided to minimize semantic coding. Pseudosigns
were used (1) for consistency with the previously pub-
lished study using spoken pseudowords, and (2) to min-
imize semantic-related processing. Previous work has
indicated that pseudosigns, like pseudowords, are pro-
cessed phonologically as opposed to being processed as
nonstructured manual gestures (Emmorey, 1995). Sign
stimuli were generated and digitally video-recorded by
a team of native ASL signers (Buchsbaum, Pickell, et al.,
2005). Nonsense stimuli (pseudowords, pseudosigns)
were used to minimize the activation of semantic re-
gions and cross-modal processing.

Stimuli were presented using the Matlab toolbox
Cogent 2000 (www.vislab.ucl.ac.uk/Cogent). There were
two functional runs, and speech and sign trials were in-
termixed in random order within each run. Each subject
completed 25 trials per condition. A black crosshair was
displayed as a fixation point on the center of the gray
screen throughout the runs to help participants main-
tain focus, except during the visual presentation of signs.
The stimuli were presented through VisuaStim XGA MRI-
compatible head-mounted goggles and earphones (Res-
onance Technology, Northridge, CA).

fMRI Procedures

Data were collected at the University of California,
Irvine in a Phillips-Picker 1.5-T scanner interfaced with
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a Phillips-Eclipse console for the pulse sequence gen-
eration and data acquisition. A high-resolution anatom-
ical image was acquired (axial plane) with a 3-D SPGR
pulse sequence for each subject (FOV = 250 mm, TR =
13 msec, flip angle = 20°, size = 1 mm x 1 mm X
1 mm). A series of echo-planar imaging acquisitions
were then collected. fMRI data were acquired using
gradient-echo, echo-planar imaging (FOV = 250 mm,
TR = 2000 msec, TE = 40 msec, flip angle = 80°). A total
of 910 volumes were collected (455 volumes per run)
consisting of 22 axial, 5 mm slices per volume covering
all of the cerebrum and the majority of the cerebellum.

Data Analysis

The fMRI data were preprocessed using tools from FSL
(Smith et al., 2004). Skull stripping was performed with
BET (Smith, 2002), motion correction was carried out
with MCFLIRT (Jenkinson & Smith, 2001), and the pro-
gram IP was used to smooth the data with a Gaussian
kernel (8 mm full width at half maximum [FWHM]) and
to normalize mean signal intensity across subjects.

Functional images were aligned using FLIRT to high-
resolution anatomical images via an affine transformation
with 6 degrees of freedom. High-resolution anatomical
images were then aligned to the standard Montreal Neu-
rological Institute (MNI) average of 152 brains using an
affine transformation with 12 degrees of freedom.

A general linear model was fit to the data from each
voxel in each subject using the FMRISTAT toolbox
(Worsley et al., 2002) in MATLAB (Mathworks, Natick,
MA). Explanatory variables were included which mod-
eled perception of speech, rehearsal of speech, percep-
tion of sign, and rehearsal of sign. Perception events
were 3 sec long, and rehearsal events were 15 sec long,
and these were immediately adjacent to oné another in
the order: perception-rehearsal-pereception—rest. Each
of these variables was convolved with a hemodynamic
response function modeled as.a ' gamma function with
5.4 sec time to peak and 5.2 sec FWHM. Because of
the delay of the hemodynamic response, it is difficult to
properly attribute BOLD responses to temporally adja-
cent events, therefore additional statistical calculations
were performed based on time courses of important re-
gions of interest (ROIs), as described below.

Although there are cognitive differences between
the first and second perception events (i.e., the first
involves encoding, whereas the second involves a pro-
cess of comparison), we did not attempt to model them
separately because differences between them would in-
evitably be confounded with the button press as well
as the rehearsal event which follows the former but
precedes the latter, and cannot be entirely factored out
due to its invariant temporal proximity.

Temporal drift was removed by adding a cubic spline
in the frame times to the design matrix (one covariate
per 2 min of scan time), and spatial drift was removed
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by adding a covariate in the whole volume average. Six
motion parameters (three each for translation and rota-
tion) were also included as confounds of no interest.
Autocorrelation parameters were estimated at each
voxel and used to whiten the data and design matrix.
The two runs within each subject were combined using
a fixed effects model, and then the resulting statistical
images were registered to MNI space.

Group analysis was performed with FMRISTAT using a
mixed effects linear model (Worsley et al., 2002). Stan-
dard deviations from individual-subject analyses were
passed up to the group level. The resulting ¢ statistic
images were thresholded at # > 2.95 (df = 15, p < .005,
uncorrected) at the voxel level, with a minimum cluster
size then applied so that only clusters significant at p <
.05 (corrected) according to Gaussian Random Field
(GRF) theory were reported. Conjunction analyses were
performed by taking the minimums of two ¢ statistic
images, thus voxels shown as activated in conjunction
analyses were independently active in each of the two
conditions.

Significantly activated regions were overlaid on a high-
resolution single-subject T1 image (Holmes et al., 1998)
using a custom: MATLAB program. In the tables of re-
gions showing significant signal increases or decreases,
anatomical labels were determined manually by inspect-
ing significant regions in relation to the anatomical
data averaged across the subjects, with reference to an
atlas of neuroanatomy (Duvernoy, 1999). In cases of
large activated areas spanning more than one region,
prominent local maxima were identified and tabulated
separately.

Plots of time courses from ROIs in the group analysis
were based on a Gaussian (8 mm FWHM) around the
peak voxel of the relevant activation for the contrast of
interest (Figures 1 and 2). A time course for a left pSTS
region showing maintenance effects for both speech
and sign was also constructed based on data from indi-
vidual subjects. For each subject, the peak voxel in the
left pSTS was identified in a conjunction image where
the value of each voxel was the minimum of the per-
ception and maintenance ¢ statistic images. The time
courses from each subject were then averaged together
(Figure 4).

RESULTS
Behavioral Results

The behavioral data acquired while scanning were ana-
lyzed for accuracy to ensure that participants were per-
forming the task and to determine whether there was
an inherent difference in difficulty levels of each task.
6.5% of trials had no response and were excluded from
the behavioral analysis. Performance levels across the
two conditions (speech, sign) were high. The mean
percent correct for speech was 87.6 = 12.3%, whereas
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Figure 1. Activation maps and selected time courses associated withsthe perception/encoding of speech or sign.

for sign was 89.5 + 10.9%. A paired ¢ test showed. that
the levels of accuracy were not statistically different
[t(14) = —0.49, p = .63], suggesting that.there was no
difference in difficulty between the two tasks.

fMRI Results

Activations associated with the perception of speech or
sign stimuli were largely bilateral. Predictably, percep-
tion of nonsigns produced activation in occipital and
ventral occipital-temporal regions, whereas the percep-
tion of spoken nonwords activated the superior tempo-
ral lobe. Sign language perception also activated parietal
regions, whereas speech did not. These same regions
were also significantly differentially activated when per-
ception of speech and perception of sign were com-
pared directly (data not shown). Several regions showed
overlap in activation for speech and sign, including the
posterior superior temporal lobe, the inferior frontal gy-
rus, the premotor cortex, and the cerebellum, all bilat-
eral (see Figure 1, Table 1).

Regions active during the maintenance phase of the
task were more left-dominant, and showed areas of co-
activation for speech and sign, as well as prominent
regions of modality-specific activation (Figures 2 and 3,

Table 1). Frontal lobe areas showed extensive activation
for both speech and sign maintenance, predominantly in
the left hemisphere. The inferior posterior parietal lobe
also showed coactivation for speech and sign mainte-
nance, as well as a small cluster in the left cerebellum.
Several modality-specific activation foci were identified.
Specifically, sign tended to activate more anterior re-
gions (in the frontal cortex), whereas speech tended
to activate the more posterior areas (with overlapping
regions in between). As previously documented, sign-
specific activation was also noted in the parietal lobe,
primarily in the left hemisphere. Finally, and particularly
relevant, modality-specific activations were found in
sensory-related areas. Speech maintenance activated the
left middle and pSTS, whereas sign maintenance acti-
vated the left posterior ventral occipital-temporal cor-
tex. A region of overlap was observed during the
maintenance of both speech and sign in the pSTS
(Figures 2 and 3). These modality-specific activations
were also found when maintenance of speech and
maintenance of sign were directly compared, with the
exception of the anterior—posterior distinction in the left
frontal cortex, which was not significant in the direct
comparison.

To insure that the region of overlap in the pSTS for
the maintenance of speech and sign was not an artifact
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Figure 2. Activation maps and time courses associated with the maintenance portion of the task in three ROIs, a speech-specific region in
the pSTS/STG (top time-course panel), a region jointly activated by the maintenance of speech and sign (middle time-course panel), and a
sign-specific region in the ventral temporal-occipital cortex (bottom time-course panel). Time-course data show that these regions are also
highly responsive to sensory stimulation. Note that the maintenance signal—the difference between first and second time-course regions
highlighted in gray—is substantially smaller than the sensory response. However, it is nonetheless highly reliable (see Figure 3), and similar
in amplitude to frontal maintenance responses, as well to previous reports of LOC maintenance activity in a visual-object STM task. Gray
boxes indicate that portion of the time course that was used to generate bar graphs in Figure 3.

of averaging or smearing from our group analysis (due
to individual variability of speech-specific and sign-
specific activations), we carried out an individual-subject
analysis. The pSTS ROI was identified in each subject
by looking for the conjunction of sign and speech ac-
tivations during the maintenance phase of the task.
Statistically significant activations were found in each
participant in the pSTS (mean MNI coordinates: —56, —48,
11). An average time course associated with activity in
this area across subjects is shown in Figure 4. Note that
the amplitude of the response in this individual-subject
analysis is roughly twice that found in the group-based
analysis, suggesting that the latter may underestimate am-
plitude measurements because of across-subject variability
in the location of the peak response.

Only a subset of areas involved in sensory processing
is involved in active maintenance of linguistic material.
Figure 5 contains activation maps showing regions that
are responsive to the sensory phase of the task, the
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maintenance phase, and the conjunction of the sensory
and maintenance phases. For speech, the (nonfrontal)
region showing both sensory and maintenance activity is
in the left posterior superior temporal gyrus (STG). For
sign, the conjunction of the sensory and maintenance
stage revealed activations more posterior and ventral, in-
volving visual-related regions. There was some overlap
in the sensory + maintenance conjunctions for speech
and sign in the left pSTS (see also Figure 4).

DISCUSSION

The primary goal of this study was to assess whether
modality-specific activations could be identified in sersory-
responsive cortices during the active maintenance of
speech versus sign stimuli. Such activations were found.
Active maintenance of speech stimuli recruited mid-
dle and posterior portions of the STS/STG of the left
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Table 1. Corresponding MNI Coordinates, ¢ Statistics, and p Values of Activated Regions in the Conditions of Hear/Rehearse
Speech, See/Rehearse Sign, and the Conjunctions of Hear Speech/See Sign and Rehearse Speech/Sign

MNI Coordinates

Region X y z Volume (mm’) Max t D
Hear Speech
Right temporal and frontal regions, and bilateral subcortical structures 87,744 <.0001

Right superior temporal gyrus and sulcus 62 —26 —4 14.54

Right precentral gyrus 56 —4 52 5.26

Right inferior frontal gyrus, pars opercularis and triangularis 48 22 20 5.20

Right anterior insula 36 24 —4 6.41

Left putamen/globus pallidus —16 6 —4 9.16

Right putamen/globus pallidus 20 2 2 5.09

Left medial geniculate nucleus -8 22 0 6.63

Right medial geniculate nucleus 10 —18 0 6.37

Left superior colliculus —4 =36 ) 5.14

Right superior colliculus 8 =30 —6 5.29

Left inferior colliculus —12°,. =28 —14 4.96

Right inferior colliculus 12 =30 —16 5.72
Left superior temporal gyrus and sulcus —56, —20 —4 46,632 14.51 <.0001
Left cerebellum and occipital cortex 27,456 <.0001

Occipital cortex -2 -9 -10 5.11

Left cerebellum 36  —64 =30 6.07
Right cerebellum 32 —68 28 10,608 5.44  <.0001
Bilateral medial prefrontal cortex —4 16 40 10,376 6.15 <.0001
Left inferior frontal gyrus, pars opercularis and.triangularis —46 12 22 5440 5.88 .0014
Left central sulcus/precentral gyrus —46 =12 56 2728 5.22 .039
Rehearse Speech
Left fronto-parietal network 45,824 <.0001

Left postcentral gyrus —38 34 60 7.00

Left intraparietal sulcus —-30 =70 46 6.70

Left precentral gyrus —46 —6 56 5.27

Left inferior frontal gyrus, pars opercularis —52 10 16 7.88

Left inferior frontal gyrus, pars triangularis —42 30 6 6.84
Supplementary motor area and medial prefrontal cortex —4 16 46 14,336 5.63 <.0001
Right precentral gyrus, central sulcus, and inferior parietal lobule 54 —14 52 9864 5.89 <.0001
Right cerebellum 32 —66 —26 7864 6.48 .0002
Left superior temporal sulcus and middle temporal gyrus —62 —34 2 5800 5.78 .001
Left cerebellum -16 =70 24 4376 4.99 .0045
Right inferior frontal gyrus, pars opercularis 52 8 28 4176 6.54 .0057
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Table 1. (continued)

MNI Coordinates

Region X y z Volume (mm®) Max t )2
See Sign
Occipital and parietal regions 255,712 <.0001

Left intraparietal sulcus —-28 062 48 10.34

Right intraparietal sulcus 28 —64 56 10.01

Left posterior superior temporal sulcus —60  —48 10 6.38

Right posterior superior temporal sulcus 62  —38 8 10.52

Left visual motion area MT —42 —76 —16 24.51

Right visual motion area MT 52 =72 —14 17.74

Primary visual cortex 4 =82 —4 14.86
Right frontal regions 17,672 <.0001

Right precentral gyrus 46 -8 62 8.06

Right inferior precentral sulcus and IFG, pars opercularis 48 4 32 7.84
Left frontal regions 11,144 <.0001

Left precentral gyrus —46 =10 60 6.75

Left inferior frontal gyrus, pars opercularis —44 14 24 5.21
Right lateral geniculate nucleus 12 . —18 4 6752 6.61 .0004
Left lateral geniculate nucleus -18 =32 —6 5688 7.65 .0011
Right Sylvian fissure/anterior superior temporal gyrus 54 16 —24 5208 6.68 .0018
Supplementary motor area and medial prefrontal cortex -2 -2 52 3280 5.63 .018
Pontine tegmentum 4 =34 =36 2968 4.76 .027
Rehearse Sign
Left fronto-parietal network 111,280 <.0001

Supplementary motor area and medial prefrontal cortex —4 —4 54 7.27

Left intraparietal sulcus —-28 =72 50 10.15

Left precentral gyrus —42 0 48 8.51

Left middle frontal gyrus —46 34 30 8.42

Left inferior frontal gyrus, pars opercularis —48 14 16 7.77
Left occipito-temporal cortex —58  —68 -8 17,328 7.22  <.0001
Right inferior frontal gyrus, pars opercularis 52 20 20 3336 5.24 .016
Right precentral sulcus/superior frontal sulcus 32 —6 56 2848 4.60 .032
Right intraparietal sulcus 40 —44 46 2632 3.92 .045
Conjunction of Hear Speech and See Sign
Occipital cortex 4 =92 -2 7304 6.40 .0003
Right posterior superior temporal sulcus 62  —38 6 7096 7.69 .0003
Supplementary motor area -2 —4 52 6400 6.18 .0006
Left superior temporal sulcus —58 =50 6 5896 5.65 .001
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Table 1. (continued)

MNI Coordinates

Region X y z Volume (mm>) Max t p
Right inferior frontal gyrus, pars opercularis 52 10 36 5648 5.17 .001
Left inferior frontal gyrus, pars opercularis —42 10 24 3712 5.43 .01
Left cerebellum —42 —64 30 3600 4.89 012
Anterior superior temporal gyrus 54 16 —10 3296 4.99 .017
Conjunction of Rebearse Speech and Rebearse Sign
Left inferior frontal cortex 31,168 <.0001

Left inferior frontal gyrus, pars triangularis —40 32 6 9.51

Left inferior frontal gyrus, pars opercularis —50 12 14 7.56

Left precentral gyrus —42 -2 26 4.81
Supplementary motor area -4  —10 66 11,864 5.95 <.0001
Left intraparietal sulcus —-30 =70 50 6376 5.80 <.0001

hemisphere—regions that were also active during the
perception of speech stimuli. Conversely, active mainte-
nance of sign stimuli recruited ventral occipital-temporal
cortices in the left hemisphere—regions that were also

active during/the perception of sign stimuli. This result
provides strong evidence for modality-specific codes
in linguistic STM (Wilson, 2001). However, a left pSTS
region was active during the maintenance of linguistic

0.15 1
-
0.1+
0.05
0 I 3
-0.05
Speech Sign

FPO

B rchearse
1 rest

0.15 4

Speech

0.2 1
0.15 4
0.14
0.05 A

Ll E——
-0.05

Speech Sign

Figure 3. Activation map from a representative slice showing speech (red) versus sign (green) maintenance activations, as well as their
conjunction (yellow) in the left hemisphere. Bar graphs show amplitude of the response with standard error bars during maintenance

versus rest for the sign and speech conditions.
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information independent of modality, raising the possi-
bility of a modality-neutral code or process in linguistic
STM (see below for further discussion).

The visual areas activated during both the perception
and maintenance of sign information encompass the
lateral occipital complex (LOC) and, likely, area MT.
The LOC is thought to be involved in object recognition
and has been shown to be most responsive to visual
stimuli with clear, three-dimensional shape (Grill-Spector,
Kourtzi, & Kanwisher, 2001), such as the passive viewing/
encoding of our dynamic sign stimuli in the present
study. The ventral occipital-temporal cortex activation
to sign perception is also consistent with previous re-
search that found lateral occipito-temporal cortex in-
volvement during the perception of human body parts
(Downing, Jiang, Shuman, & Kanwisher, 2001). A num-
ber of studies have also implicated LOC in .(nonlin-
guistic) visual STM (Pessoa, Gutierrez, Bandettini, &
Ungerleider, 2002; Courtney, Ungerleider, Keil, & Haxby,
1997), including both encoding and maintenance (Xu
& Chun, 2006). As the observed/sign ‘maintenance
activations appear to involve distinct visual areas, we
suggest that there may be multiple modality-specific
circuits, corresponding to different sensory features (e.g.,

motion, form) that can be actively maintained in STM
(Postle, 2006; Pasternak & Greenlee, 2005).
Speech-specific responses:.for, the perception and
active maintenance of speech were found in the poste-
rior half of the left STS and STG extending dorsally into
the posterior planum: (Spt), consistent with previous
studies (Buchsbaumy Olsen, et al., 2005; Hickok et al.,
2003; Buchsbaum et al., 2001). The STS bilaterally has
been implicated in aspects of phonological process-
ing (Hickok & Poeppel, 2007), whereas the posterior
planum has'been implicated in auditory—motor interac-
tion (Hickok & Poeppel, 2004, 2007; Buchsbaum, Olsen,
et al., 2005; Hickok et al., 2003; Buchsbaum et al.,
2001). The present findings are consistent with previous
claims that STM for speech is supported by sensory/
phonological systems in the pSTS interacting with frontal
motor articulatory systems via an interface region (Spt) in
the posterior planum temporale (Hickok & Poeppel, 2000,
2004, 2007; Jacquemot & Scott, 2006; Hickok et al., 2003).
We also found suggestive evidence for recruitment of
modality-independent networks involved in the active
short-term maintenance of linguistic information. Con-
sistent with previous studies (Buchsbaum, Pickell, et al.,
2005; Ronnberg et al., 2004), we found extensive overlap

Figure 5. Activation maps
associated with the
perception, maintenance,

and conjunction of perception
and maintenance of speech
versus sign stimuli.

Speech

FPO

Sign

i)

[ Perception only

B Maintenance only (] Perception + maintenance
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between speech and sign maintenance activations in
the frontal lobe, including the left inferior frontal gyrus
and left premotor regions. The overlap between speech
and sign maintenance in the left frontal lobe is con-
sistent with recent observations of overlap in this re-
gion between speech and sign in an object-naming
task (Emmorey, Mehta, & Grabowski, 2007). It is unclear
what functions may be supported by these regions of
overlap in the frontal lobe, but candidates implicated in
previous studies include articulatory rehearsal (Smith &
Jonides, 1999), cognitive control functions (Thompson-
Schill, Bedny, & Goldberg, 2005), and selecting or inhib-
iting action plans (Koechlin & Jubault, 2006).

An additional region showing coactivation for speech
and sign maintenance was found in the posterior supe-
rior temporal lobe (Figure 4). This region also appeared
to be sensitive to the sensory perception of both speech
and sign, as evidenced by robust responses to sensory
stimulation of either type, which was roughly twice the
amplitude of the maintenance response. One interpre-
tation of this finding is that this region is a polysensory
field that also participates in the short-term maintenance
of linguistic information. Such an interpretation is con-
sistent with the demonstration of multisensory organi-
zation of the pSTS by Beauchamp et al. (2004) where
high spatial resolution fMRI revealed small (subcentime-
ter) intermixed patches of the cortex that are sensitive
to auditory stimulation alone, visual stimulation alone,
and both auditory and visual stimulation. Using more
typical, lower-resolution imaging such as that employed
in the present study, this region of the STS appears.uni-
formly multisensory (Beauchamp et al., 2004), consis-
tent with our findings for joint speech/sign activation. If
this analysis is correct, our study adds-to.the work on
the multisensory organization of the STS by demonstrat-
ing its mnemonic involvement. It is unclear what kind of
information might be coded in.this region, however. As
both speech and sign stimulitinvolve phonological rep-
resentations, one might be tempted to conclude that
this modality-independent area is coding information
at that level. However, as noted above, sensory interfer-
ence with short-term maintenance of linguistic informa-
tion appears to be modality specific (Wilson & Emmorey,
2003). Further, as noted above, there is no a priori reason
why phonological representations need be modality-
independent. This pSTS region has been found to activate
during the perception of biological motion (Grossman
et al., 2000) and to the perception of faces (Beauchamp
et al., 2004), two domains that may link speech and sign
perception. Another possibility is that the posterior supe-
rior temporal region is coding some form of sequence in-
formation for events (Jones & Macken, 1996). Additional
data on the response properties of this area are needed to
understand its functional role in speech/sign processing.

As discussed in the Introduction, previous studies of
STM for sign language failed to find maintenance activ-
ity in visual-related regions. This is somewhat surpris-

ing, particularly in the case of the Buchsbaum, Pickell,
et al. (2005) study, which used the same stimuli and a
similar design. There are several possible explanations
for the discrepancy. First, the present study, unlike that
of Buchsbaum, Pickell, et al., required an overt button-
press response indicating whether the list maintained in
STM was in the same order as a probe list. This may have
induced increased task vigilance and, therefore, ampli-
fied maintenance-related activity in visual areas. Another
possibility is the different subject groups that partici-
pated in the two studies. Buchsbaum, Pickell, et al.
studied native deaf signers, whereas we studied native
hearing signers. Sensory deprivation is known to affect
brain organization for perceptual functions (Corina et al.,
2007; Finney, Clementz, Hickok, & Dobkins, 2003) and
so this must be considered as a possible explanation.
Nonetheless, even if this is'the explanation for the dis-
crepancy, it does not detract.from the significance of our
findings. In fact, one could argue that demonstrating
sensory-specific STM effects in hearing, bilingual partic-
ipants makes a stronger case for sensory coding of lin-
guistic STM because one cannot explain our findings by
appealing to/plastic reorganization of STM systems re-
sulting from sensory deprivation.

In.summary, the present experiment provides strong
support for models of STM that posit modality-specific
sensory storage systems (Postle, 2006; Wilson, 2001;
Fuster, 1995). These systems appear to be a subset of
those involved in the sensory processing of the infor-
mation that is to be remembered. We suggest further
that these modality-specific STM systems involve multi-
ple, feature-specific circuits (e.g., for motion vs. form in
the vision domain; Postle, 2006; Pasternak & Greenlee,
2005). However, the present study, as well as previ-
ous work comparing linguistic STM for speech and
sign, also provides evidence for some form of modality-
independent processes. Thus, STM for linguistic infor-
mation is supported by a complex network of circuits,
perhaps coding different aspects of the stimuli, rather
than a single dedicated STM circuit.

Reprint requests should be sent to Gregory Hickok, Center for
Cognitive Neuroscience, Department of Cognitive Sciences, Uni-
versity of California, Irvine, CA 92697, or via e-mail: greg.hickok@
uci.edu.

Note

1. The common term “verbal” short-term memory is often
interpreted as specifically tied to speech-related language sys-
tems. We use the term “linguistic” to refer to language-related
short-term memory generally.
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